
1 INTRODUCTION 
 
In recent years, the number of operational Floating 
Offshore Wind Turbines (FOWT) prototypes has 
been increasing as this technology is reaching a high 
level of industrial readiness, whereas in designs such 
as Floatgen from BW-IDEOL the floating substruc-
ture is made entirely of Reinforced Concrete (RC) - 
see Fig. (1). The introduction of these structures, 
which present relatively low thicknesses in compari-
son with Offshore RC structures used in the past for 
the Oil & Gas (O&G) industry, requires special atten-
tion regarding accidental events such as ship colli-
sions with both service and commercial ships, as the 
structure needs to dissipate a significant part of the 
collision energy while preserving its watertightness. 
Minimizing then the risk of flooding between com-
partments becomes a priority. 

Ship collision events with steel offshore structures 
have been studied deeply for different kinds of plat-
forms (e.g., Monopiles, Jackets, Floating), leading to 
comprehensive design standards to account for acci-
dental loads due to ship impacts as the DNV-RP-
C204 (2019). Usually, the analysis of collision events 
is based on simplified empirical models as proposed 
by Minorsky (1958), Non-Linear Finite Element 
Analysis (NL-FEA) as carried out by Le Sourne et al. 
(2015) and Storheim et al. (2014), or formulations 
based on external dynamics along with structural dis-
sipation mechanisms which are normally build using 
rigid plastic analysis, as shown in the work of Zhang 

(1999) and Buldgen et al. (2014). However, the re-
search involving ship collision against RC structures 
is limited, especially in the case of Offshore Wind 
Turbines. 

In the work of Furnes et al. (1980), the complica-
tions and consequences of collisions between supply 
ships and reinforced concrete walls with similar geo-
metrical and mechanical properties to those found in 
O&G offshore platforms were addressed. It was 
pointed out that offshore shell structures with thick-
nesses above 0.5 m were not prone to suffer high 
damage levels as their stiffness was significantly 
higher than the studied ship hulls, while the most crit-
ical failure to be checked was punching shear. Addi-
tionally, supply vessels with displacements of 2500 
Ton with velocities between 0.5 - 2 m/s were found 
not a threat for these structures. 

More recently, a numerical analysis of ship colli-
sions against prestressed RC pontoon walls was car-
ried out by Sha et al. (2019), where a dynamic punch-
ing shear check method was proposed. Moreover, the 
concrete, reinforcement bars, and tendons of a 0.9 m 
RC wall were explicitly modeled and integrated into 
the collision analysis using NL-FE in which the ef-
fects of tendon prestress, wall thickness, and ship 
bulb geometries were studied. In this work, it was not 
only observed that prestressing improved the shear 
capacity of the wall, but  also the high sensitivity of 
the structural damage with respect to the relative 
strength between the ship and the collided structure. 
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Despite the previously mentioned research, the 
work regarding collision events against offshore RC 
structures is scarce, a consequence of the highly rigid 
structures used in the past combined with the limita-
tions of the available concrete constitutive models in 
NL-FEA.  

Currently, classification societies guidelines for 
FOWT structural design such as DNV-GL-ST-0119 
(2018) emphasize on a better assessment of the loads 
arising from collision events in comparison with fixed 
substructures, as the implications of compartment 
penetration are more critical. Additionally, they re-
quire that the analysis of concrete structures needs to 
account for the local and global behavior of the im-
pacted structure, as well as for its post-damage integ-
rity as expressed in DNV-GL-ST-502 (2019), which 
assumes collisions with Offshore Supply Vessels 
(OSV) with displacements no less than 5000 Ton and 
velocities of 0.5 m/s for Ultimate Limit State (ULS) 
verification. However, the accuracy of the current 
concrete constitutive models available in NL-FEA 
has not been assessed properly for these events. 

The use of NL-FEA involving accidental loading 
of RC structures has been largely explored in high-
velocity events such a blast loading and aircraft im-
pacts as presented in Daudeville et al. (2011), appli-
cations for which pressure-dependent elastic-plastic 
models describing the  nonlinear behavior of concrete 
have been developed and proved to lead to accurate 
results, as seen in the work of Broadhouse (1995) and 
Wu et al. (2015). Some of these models have proven 
to be useful in medium velocity impact scenarios like 
car collisions with bridge columns, application for 
which a concrete material was created by the U.S de-
partment of transportation -see Murray (2007), while 
some of them have been used in low-velocity events 
such as barge collisions against bridge piers -see Sha 
et al. (2013). Nevertheless, these material models 
have not been studied for the relatively low thick-
nesses and stress states found in ship-FOWT collision 
events. It is the objective then of the present work to 
test the capabilities of some of the most used concrete 
material models available in the commercial software 
LS-DYNA regarding ship collision events. 

2 CONCRETE MATERIAL MODELS 
 
Concrete is a porous and granular material widely 
used in structural applications such as buildings, 
bridges, nuclear plants, offshore structures, etc. The 
compressive uniaxial behavior of this material is non-
linear from the very beginning of the load application 
and is directly influenced by the mixture characteris-
tics and its drying time. For characterizing the behav-
ior of plain concrete, uniaxial compression tests along 
different confinement pressures are required, as the 
hydrostatic pressure increases the ultimate load that 

the material can withstand, contrary to what occurs in 
materials such as steel. 

Ideally, a constitutive model for plain concrete 
should be able to capture shear dilation, compressive 
pre-peak hardening, post-peak softening, stiffness 
degradation, confinement effects on the strength and 
strain rate effects while including an accurate crack-
ing formulation for capturing both local (shear) and 
global damage (flexural) at the structural level. 

Different concrete models including these proper-
ties have been developed for quasi-static, blast and 
impact loads. However, most of them require several 
parameters to properly model the entire behavior of 
the concrete yield surface. On the other hand, some of 
these models have been built in such a way that few 
parameters (e.g., aggregate size, tangent modulus, 
compressive strength ) are required for building their 
failure surfaces, reducing this way experimental ef-
forts and costs. These models, which are explored in 
the present work, have in common an isotropic 
Hooke´s law-based elastic update before yield, differ-
ing only in the way of calculating their yield surfaces 
and stiffness degradation during the plastic update, 
whose parameters are calibrated based on experi-
mental data for a given application and concrete char-
acteristics. Consequently, high uncertainties arises 
when modeling different structural stress states from 
the ones that they were made for. The choice of any 
constitutive model will depend then on a proper un-
derstanding of its limitations for a given stress state.  

2.1 Winfrith Concrete Model (WM) 

This material model was developed by Broadhouse 
(1995) to supply the needs of the Nuclear industry to 
study accidental impact events. The plasticity formu-
lation of this model is based on the shear failure sur-
face proposed by Ottonsen as shown in Eq. (1),  
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Figure 1. Floatgen FOWT Reinforced Concrete substruc-

ture. Courtesy of  BW-IDEOL. 



Where I1 is the first invariant of the stress tensor, 
J2 the second invariant of the deviatoric stress tensor, 
ϴ the Lode angle and a, b and γ  the parameters that 
control the shape of the failure surface , which are ex-
tracted experimentally for different Compressive-
Tensile strength fc/ft ratios as discussed in Schwer 
(2010). On the other hand, the crack modeling is 
based on the specific fracture energy Gtf  required to 
form a tensile crack in a brittle material, which is 
equal to the work required to propagate a crack in a 
given surface.  

 

𝑤 = 𝐴
𝐺𝑡𝑓

𝑓𝑡
                 (2) 

The crack width w is given then by Eq. (2), where 
A is the coefficient of proportionality of the area en-
closed by the curve. The values of the fracture energy 
depend on ft and the aggregate size, which are imple-
mented in this model according to the recommenda-
tions of the CEB (1990) and calibrated with respect 
to the element size, this way avoiding mesh depend-
ency. Although the WM can model explicit cracking 
through the element (i.e., crack width), no damage 
degradation is implemented. Instead, an elastic-per-
fectly plastic behavior is observed in compression 
while softening based on Gtf  is used in tension failure. 
On the other hand, the strain rate effects are accounted 
in compression by the Dynamic Amplification Fac-
tors (DIF) recommended by CEB (1990) and applied 
to the Young, shear, and bulk modulii, as well as the 
compressive and tensile strengths. In the work of Wu 
et al. (2012) was pointed out that this model does not 
account for shear dilation nor compressive post-peak 
softening. Additionally, when tested at the structural 
level in RC structures subjected to blast loading and 
high-velocity impact, the response was overly stiff, 
most probably due to its inability to model compres-
sive post-peak softening. The same behavior was also 
observed when used in impact against RC beams, as 
shown in the work of Saini et al. (2019).  

2.2 Karagozian & Case Concrete Model (KCC) 

The KCC was developed initially for modeling RC 
structures submitted to blast loadings and through the 
years has been modified to account for quasi-static 
and impact loads. The plasticity formulation of this 
model is based on three pressure-dependent strength 
surfaces named yield strength surface σy, maximum 
strength surface σm and residual strength surface σr, 

along a damage parameter λ which is function of the 
effective plastic strain εep. The plasticity yield func-
tion depends then on J2, the dynamic failure surface Γ  
that is interpolated from the strength surfaces, the cur-
rent damage parameter λ and an associativity param-
eter ω as: 

 

𝐹(𝐼1, 𝐽2, 𝐽3, 𝜆) = √3𝐽2 − 𝜔𝛤(𝐼1, 𝐽3, 𝜆)      (3) 

𝜎𝑖(𝑝) = 𝑎0𝑖 +
𝑝

𝑎1𝑖+𝑎2𝑖𝑝
            (4) 

Where ani are the strength surface parameters with i= 
m,y,r and which are determined by scaling the in-
putted fc with known experimental values carried out 
by the developers in normal-weight concrete with a 
generic fc of 45.4 MPa as expressed in Wu et al. 
(2015). 

The damage evolution parameter λ is built for both 
tension and compression states and it is mesh regular-
ized according to localization width and fracture en-
ergy test data based on the CEB (1990), while the as-
sociativity parameter ω accounts for the volume 
expansion effects, whose dependence on the element 
size in high confinement states becomes relevant. As 
in the WM, the strain rate effects are accounted for 
using the recommendations by CEB (1990) in com-
pression, while for tension a modified formulation is 
used to avoid duplications of inertial effects as dis-
cussed in Magallanes et al. (2010). However, only the 
compressive strengths and damage parameters are 
modified when these effects are accounted for. 

A series of single elements simulations in the work 
of Wu et al. (2012) showed that the material can 
model shear dilation, pre-peak hardening, post-peak 
softening while capturing very well the strength en-
hancement with confinement effects. At the structural 
level, it behaved quite well in blast loading and high-
velocity impact applications. However, the model 
presented instabilities when used without strain rate 
effects, even in quasi-static applications, which is also 
observed in the works of Wu et al. (2015) and Saini 
et al.  (2019). 

2.3 Continuous Surface Cap Model (CSCM) 

This constitutive model was developed by the U.S de-
partment of transportation to be used in road safety 
applications, targeting normal strength concretes ( be-
tween 28 and 58 MPa) under low confinement. Its 
yield function is composed of a shear failure surface 
Fs, a hardening cap Fc to include the plastic volume 
changes related to pore collapse, and a Rubin scaling 
function ℜ that modifies the shape of the yield func-
tion to include the effects of the third invariant of the 
deviatoric tensor J3, avoiding this way to model the 
same strength for torsion and both triaxial tension and 
compression – see Murray (2007). 
  

𝐹(𝐼1, 𝐽2, 𝐽3) = 𝐽2 − ℜ2𝐹S
2𝐹𝐶            (5) 

All the parameters required for building the strength 
surfaces are obtained by data fitting within the range 
of concretes previously mentioned. The damage for-
mulation of this material is based on a damage 



parameter d which degrades the stress tensor directly 
in the visco-plasticity algorithm, as well as the shear 
G and bulk modulii K as shown in Eq. (7). Damage is 
distinguished between brittle and ductile respectively, 
the latter accumulated due to compressive pressure 
while the former due to tensile pressure. In the same 
way as the previous models, the mesh regularization 
is based on keeping constant the tensile fracture en-
ergy Gtf for a given element size using the relation 
given by the CEB (1990) as shown in Eq. (6), which 
relates the fracture energy with the compressive 
strength and the maximum aggregate size. 
 

𝐺𝑡𝑓 = 𝐺𝐹0(
𝑓𝑐

10
)0.7              (6) 

𝐸𝑑𝑎𝑚𝑎𝑔𝑒𝑑 = (1 − 𝑑)𝐸𝑢𝑛𝑑𝑎𝑚𝑎𝑔𝑒𝑑       (7) 

Where GF0 is the fracture energy at fc =10 MPa and 
function of the maximum aggregate size. The values 
for the compressive and shear fracture energies are 
settled in 100Gtf and 1Gtf  respectively. The strain rate 
effects are included in the form of a two-parameter 
visco-plastic formulation, whose values are calibrated 
from DIF’s coming from in-house data, as it is 
claimed that better fitting is obtained compared to the 
CEB (1990). These effects are accounted for in both 
strength and damage parameters. 

As the KCC, this model behaved quite well in the 
single element simulations as well as in triaxial com-
pression tests made on cylinders performed in the 
works of Wu et al. (2012) and Saini et al. (2019), lead-
ing only to inaccurate results when using high con-
finement pressures. At the structural level for high-
velocity applications, the model led to accurate re-
sults in both works, while for quasistatic and blasting 
loads behaved either too compliant, or too stiff. In the 
case of low-velocity impacts against RC beams as 
shown in Saini et al. (2019), this model presented lit-
tle dependence  on hourglass coefficients. 

3 RIGID IMPACT ON RC SLABS 
 
Before testing the capabilities of the previously men-
tioned models in RC slabs subjected ship collisions, 
one of the experimental tests carried out by Hrynyk et 
al.  (2014) was recreated numerically, as experimental 
data for ship collisions against RC FOWT or similar 
structures are not available in the literature. Although 
the stress states of these slabs are not the same as the 
ones found in ship collision analysis, they are more 
similar than the existent works on blast loading appli-
cations or RC beams impact. 

Single element simulations in uniaxial compres-
sion were performed to compare the stress-strain be-
havior of the material models with different element 
sizes. A fc of 69.4 MPa was used along with an aggre-
gate size of 13 mm to automatically generate the 

concrete material parameters as in the test TH2-1 by 
Hrynyk et al. (2014). In Fig. (2) can be observed that 
for the CSCM and KCC materials, the larger the ele-
ment size, the sooner the failure, consequence of both 
models mesh regularization: regardless the element 
size, the elements fail at its respective compressive 
fracture energy Gcf , while the same elastic-perfectly 
plastic behavior of the WM is observed independently 
of the element size. Moreover, for a given element 
size, the fracture energy in the KCC seems to be the 
lowest of all the models, from which we can expect 
sooner failure in the case of unconfined compressive 
stress states. 

From the drop weight tests carried out by Hrynyk 
et al.  (2014), the test TH2-1 was selected as no fiber 
nor shear reinforcement was present in the specimen.  
In this test, a mass of 150 Kg with a squared impact 
face was dropped from a height of 3.26 m, equiva-
lently having an initial impact velocity of 8 m/s. Ad-
ditionally, the supports allowed the corners of the slab 
to rotate, but both vertical and horizontal displace-
ments were restricted. The transversal displacement 
was recorded using a series of potentiometers and 
crack contours were presented for each test. 

A numerical model of this experiment was built in 
LS-DYNA where the concrete, reinforcements bars 
and contact supports were modeled explicitly using 
the slab specimen properties as shown in Fig. (3) and 
Table. (1). A rigid material with an equivalent mass 

Figure 3. Numerical model of the Hrynyk TH2 Specimen. 

Figure 2. Single element simulations for different element sizes. 



was used to build the impactor, while the concrete 
was modeled using under integrated 8 node solid hex-
ahedrons along with a constant stress formulation. 
The reinforcements were modeled using beam ele-
ments with Hughes-Liu formulation and were cou-
pled to the concrete elements using a constraint-based 
coupling along the normal direction with two cou-
pling points per beam element. Moreover, a stiffness 
form of the Flanagan-Belytschko hourglass control 
for solids was used.  

 
Table 1.  Hrynyk TH2-1 and FOWT slab parameters. ______________________________________________ 
Parameters       Hrynyk    FOWT  Units ______________________________________________ 
Impactor Weight     0.15   2000   Ton 
Slab Width and Height     1800   9000   mm 
Slab Thickness        130   300   mm 
Compressive Strength fc     69.4   42    MPa 
Aggregate size     13    10    mm 
Rebar Diameter     9.5   20    mm 
Rebar Spacing        130   150   mm 
Clear cover      16    30    mm 
Rebar fy [MPa]     489   420   MPa 
Rebar E  [GPa]        193   205   GPa 
P*          5    5    [-] 
C *          40.4   40.4   s-1 
_____________________________________________ 
*  Used in numerical simulations with SR effects. 

 

The results of the numerical simulations of the three 
different concrete constitutive materials are summa-
rized in Fig. (4). An element size of 10 mm for both 
concrete and rebar elements was used after carrying 
out a mesh sensitivity analysis where all the material 
models converged in terms of central displacement 
and slab internal energy. Moreover, a comparison be-
tween the models considering the strain rate effects 
for both concrete and steel was performed, the latter 
being included by the Cowper-Symonds formulation 
with the material parameters P and C shown in Table. 
(1). 

In terms of the impact response period and dis-
placement profile at maximum displacement, all the 
material models except the KCC and WM without 
strain rates presented a good agreement with the ex-
perimental results, thus remarking the influence of the 
strain rate effect consideration for this specific prob-
lem. However, the KCC model was highly unstable 
when the strain rate effects were not included, even 
when the initial velocity impact was reduced, a prob-
lem experienced also in the works of Wu et al. (2012) 
and Saini et al. (2019). Regarding the maximum mid-
point displacement, all the material models presented 
an error of less than 14% when the strain rates were 
active, being the most accurate the KCC and CSCM 
models. It is important to remark that additional nu-
merical instabilities were present in the KCC numer-
ical simulations, especially at the beginning of the im-
pact when the shockwave dissipation was taking 
place. Although treatment of the material bulk viscos-
ity improved the problems, they were not eliminated. 
Moreover, this material was highly affected by the 
hourglass formulation and its coefficient values, 
which did not occur with the CSCM and WM materi-
als.  

On the other hand, in the Fig. (5) are presented the 
damage contours of the materials for the maximum 
midpoint deflection. The CSCM and WM present a 
good correlation in capturing a great part of the ex-
perimental crack pattern, the former underestimating 
the damage around the central zone and the latter 

Figure 5. Displacement profile at maximum deflection 

(Top) and central deflection time history (Bottom). 

Figure 4. Experimental  crack contours (black lines) placed 

over the different material damage contours at maximum dis-

placement. From left to right: CSCM, KCC and WM. 



capturing the damage spreading through the corners; 
in contrast, the KCC highly overestimated the dam-
age along the entire RC slab. Nevertheless, the anal-
ysis of damage patterns for the present material mod-
els needs to be done cautiously: although they provide 
good insights into how the RC slab is damaging 
through the impact, they do not lead always to trusta-
ble results. Moreover, different researchers have used 
different concrete erosion criteria based on principal 
strains, effective plastic strain, or shear strains to bet-
ter describe the crack pattern of the RC members. 
However, there is still no consensus about which of 
these criteria better describe the concrete erosion, 
which comes with additional numerical complica-
tions such as non-conservation of energy or early fail-
ure triggering in surrounding elements.  

4 SHIP COLLISIONS 
 
When studying ship collision events against floating 
RC structures, the quantification of the energy trans-
fer should consider not only the coupling between the 
external dynamics and internal mechanics of the col-
lided bodies, but also the different failure mecha-
nisms found at the structural level such as shear 
punching. In the assessment of Accidental Limit 
States (ALS), design guidelines such as DNV-GL-
ST-0119 (2018) recommend considering impact 
loads with the maximum authorized vessel along 
speeds no less than 2 m/s. As the aim of the present 
work is not to check whether the current FOWT RC 
structures can sustain the accidental design loads, but 
rather to see the capabilities of the aforementioned 
concrete materials in ship collision analysis, low im-
pact energy cases are tested to avoid this way com-
partment penetration or large element deformations. 
In this study, a rigid bulb of a typical Offshore Supply 
(OSV) with 2000 Tons of displacement is impacted 
against a fully clamped squared isotropically rein-
forced RC slab with similar characteristics to the ones 
used in Floatgen from BW-IDEOL, which was sim-
plified in the current work for both confidential and 
practical reasons. 

 The FOWT motions in this study are disregarded 
as the displacement ratio between the FOWT and ship 
is more than four, and no shear reinforcement nor pre-
tensioned tendons are considered: although both ef-
fects can significantly influence the resistance of the 
RC slab, they would increase the numerical complex-
ity of the current problem and the comparison of the 
concrete constitutive models may be obscured by ad-
ditional uncertainties (i.e., prestressing and hydro 
coupling subroutines). Similarly, a rigid bulb was as-
sumed in order to avoid complexities regarding the 
large deformation of the bulb structure, leaving this 
way the RC slab as the only structure able to dissipate 
impact energy. Although these assumptions lead to 
conservative results in terms of structural 

deformation, they allow to compare the different con-
stitutive models directly. The impactor and material 
properties are summarized in the Fig. (6) and  Table. 
(1), where the concrete failure parameters were auto-
matically generated for the given  fc and aggregate 
size. 

The same concrete and rebar element types used in 
the previous control simulations were considered to-
model the FOWT RC slab, as well as the same hour-
glass control subroutine. A mesh convergence analy-
sis was performed for all constitutive models where 
good convergence in terms of force-displacement 
curves and internal energy absorption was observed, 
except for the KCC material model, for  which ex-
tremely compliant behaviors were observed through 
all the simulations. An element size of 30 mm was 
found to be the best compromise in accuracy and 
computational effort, which led to a ratio of 10 ele-
ments through the slab thickness, similar to the one 
used in the previous control simulations. In Fig. (8) 
are shown the displacement profiles at maximum de-
flection and the force-displacement curve for the WM 
and CSCM materials with and without strain rate ef-
fects. A combination of both flexural and shear re-
sponse is observed in both materials, although none 
of them failed completely though the thickness as 
shown in Fig. (7). Both WM and CSCM materials led 
to similar results in terms of maximum deflection pro-
file; however, a very compliant behavior was ob-
served in the WM when including strain rate effects, 

Figure 6. Collision scheme and RC slab geometrical charac-

teristics. 



an unphysical behavior that had been previously re-
ported in works such as Wu et al. (2013). 
When observing the force-displacement curves in 
Fig. (8), it is seen that the WM led to a stiffer solution 
than the CSCM, which was more than expected due 
to the incapability of this material to account for post-
peak softening. Regarding the damage contours, both 
materials led to similar results as presented in Fig. (7), 
whose difference relied mainly upon the extension of 
the damage through-thickness, being more localized 
in the case of the CSCM. On the other hand, all the 
simulations using the KCC led to extremely compli-
ant results, even for impact energies smaller than 0.09 
MJ, as severe damage was propagated through almost 
all the slab elements from the early collision phase. 
Different numerical treatments such as variation of 
hourglass control subroutines, bulk viscosity control, 
and variation of the associativity parameter ω were 
tried without success, as the material presented al-
ways an extremely fragile and compliant behavior.  

Several impact energies up to 10 MJ were also 
tested varying the ship initial velocity, except for the 
case of 10 MJ, in which a ship displacement of 5000 
Ton with an impact velocity of 2 m/s was used. The 
force-displacement curves without strain rate effects 
are presented in Fig. (9). For the 0.09 MJ and 1 MJ 
impact scenarios, it was observed that punching was 
not developed completely through the thickness, lead-
ing then to a combined flexural and a localized defor-
mation at the impact point. In contrast, for impact en-
ergies above 4 MJ, several damages through the 
cross-section were observed in addition to reinforce-
ment failure, which led to penetration of the compart-
ment. Moreover, the inertial effects for the higher im-
pact energies can be observed in the early phase of the 
force-displacement curves, where the early slab stiff-
ness is higher compared to the low energy cases. For 
impacts above 4 MJ, a resistance plateau of almost 5 
MN is consistent in both material models, although 
this is sustained entirely by the reinforcement contri-
bution as a punching cone is already formed in the RC 
slab. 

Figure 7. Displacement profile at maximum deflection (Top) 

and Force-Displacement curves for an impact energy of 0.09 MJ 

(Bottom). 

Figure 7. Damage contours at max deflection: CSCM (Left) 

and WM (Right) 

Figure 9. Displacement profile at maximum deflection (Top) 

and Force-Displacement curves (Bottom) for different impact en-

ergies. 



5 CONCLUSIONS 

A series of control simulations at both element and 
structural scale were carried out to test the capabilities 
of some of the concrete constitutive models available 
in LS-DYNA, especially in stress states similar to 
those found in ship collisions against FOWT’s. Their 
correspondant yield surfaces and damage parameters 
were automatically generated based on their concrete 
compressive strength and aggregate size.  

The single element simulations corroborated that 
the fracture energy is maintained constant regardless 
the element size. On the other hand, the Hrynyk con-
trol simulation at structural level revealed some dis-
crepancies between the constitutive models in terms 
of structural stiffness, although all the material mod-
els were able to provide a solution withing a 14 % 
error margin in terms of maximum displacement. In 
the case of the KCC material, a non-physical behavior 
was observed when the strain rate effects were not 
considered, in addition to high dependency on the 
hourglass formulations and their coefficients.  

In the ship collision simulations, good agreement 
was observed between the CSCM and WM models 
along the different impact energies: both models cap-
tured similar force-displacement curves, and the dam-
age contours agreed well between each other. How-
ever, the WM produced stiffer solutions, which was 
expected due to the model post-peak elastic-perfectly 
plastic behavior. In contrast, the KCC model could 
not produce meaningful results in the studied ship 
collision cases, as almost all the elements were highly 
damaged from the very beginning of the impact, even 
for small impact energies. 

From this work, it transpires that the current sim-
plified input concrete material models can produce 
meaningful and consistent results in ship collision 
events. However, the lack of experimental research 
up to this day does not allow to draw any conclusion 
about the accuracy of the results. Moreover, the pre-
sent limitations of the constitutive models should be 
accounted accordingly to the collision scenario: The 
CSCM cannot handle high confinement pressures, the 
WM model is not able to model post-peak softening 
nor accurate strain rate effects, and the KCC presents 
several numerical instabilities for the studied ener-
gies. Therefore, further numerical and experimental 
research is recommended for assessing the accuracy 
and capabilities of these materials regarding ship col-
lisions against FOWT’s. 
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